Week 9

9.1 Homomorphisms

Definition. Let R and R’ be rings. A ring homomorphism from R to R’ is a map
¢ : R — R’ with the following properties:

L ¢(1g) = 1p;

2. pla+0b) =¢(a) + ¢(b), forall a,b € R;

3. ¢(a-b) = ¢(a)- ¢(b), forall a,b € R.

Note that if ¢ : R — R’ is a homomorphism, then:

[ ]
¢(0)
which implies that ¢(0) = 0.

$(0+0) = ¢(0) + ¢(0),

e Foralla € R,0 = ¢(0) = ¢(—a+ a) = ¢(—a) + ¢(a), which implies that
¢(—a) = —=¢(a).

o Ifuisaunitin R, then1 = ¢(u-u™') = ¢p(u)p(u=t),and 1 = ¢(ut-u) =
d(u™")p(u); which implies that ¢(u) is a unit, with ¢(u) ™! = ¢(u™1).

Example 9.1.1. The map ¢ : Z — Q defined by ¢(n) = n is a homomorphism,
since:

Loo(1) =1,
2. ¢(n+zm) =n-—+gm.

3. ¢(n-zm)=n-gm.
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Example 9.1.2. Fix an integer m which is larger than 1. For n € Z, let n denote
the remainder of the division of n by m. That is:

n=mqg+n, 0<n<m

Recall that Z,,, = {0,1,2,...,m}isaring, withs +t =s+ztand s -t = s -5 ,
for all s,t € Z,,.
Define amap ¢ : Z — Z,, as follows:

o(n)=mn, VnelZ.
Then, ¢ is a homomorphism.

Proof.

O
Example 9.1.3. For any ring R, define a map ¢ : Z — R as follows:
¢(0) = 0;
Forn € N,
¢(n) =n-1lgp:=1lp+1g+- -+ 1g;
n;ges
¢(—n) = —"Nn- 1R =1 (_1R) :g—lR) + (—13) + -+ (—132.
nt;;nes
The map ¢ is a homomorphism.
Proof. Exercise. [

Remark. In fact this is the only homomorphism from Z to R since we need to
have ¢(1) = 1 and this implies that

o(n)=n-¢(1)=n-1g.

Example 9.1.4. Let R be a commutative ring. For each element » € R, we may
define a map ¢, : R[x] — R as follows:

o (Y] - S
k=0 k=0
The map ¢, is a ring homomorphism.
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Proof. Shown in class. O

Definition. If a ring homomorphism ¢ : R — R’ is a bijective map, we say that
¢ is an isomorphism, and that R and R’ are isomorphic as rings.

Notation. If R and R’ are isomorphic, we write R = R'.

Proposition 9.1.5. If ¢ : R — R’ is an isomorphism, then ¢' : R — R is an
isomorphism.

Proof. Since ¢ is bijective, ¢! is clearly bijective. It remains to show that ¢~ is
a homomorphism:

1. Since ¢(1g) = 1p, we have ¢ (1r/) = ¢ 1 (é(1R)) = 1.
2. Forall b,by € R, we have

¢ (by + b)) = ¢ (D07 (b1)) + D07 (b))
= ¢ H@(¢H(br) + ¢ (b2)) = ¢ (b1) + ¢ (Da)

3. Forall by,by € R/, we have

¢ (b1 -b2) = 67 (B(d7 (1)) - B(&7 (B2)))
= ¢ (07 (b1) - ¢ (b2))) = ¢ (br) - 7' (D2)
This shows that ¢! is a bijective homomorphism. 0

The key point here is that an isomorphism is more than simply a bijective
map, for it must preserve algebraic structure. For example, there is a bijective
map f : Z — Q since both are countable, but they cannot be isomorphic as rings:
Suppose ¢ : Z — Q is an isomorphism. Then we must have ¢(n) = ng(l) =n
for any n € Z. So ¢ cannot be surjective.

Theorem 9.1.6. If I is a field, then Frac(F') = F.
Proof. Define amap ¢ : F' — Frac(F') as follows:
o(s) =1(s,1)], VsePF.
Exercise:
1. Show that ¢ is a homomorphism.

2. Show that ¢ is bijective.
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Let R be a commutative ring, let R[z, y| denote the ring of polynomials in z, y
with coefficients in R:

Rlz,y] = {Z Z ai 'y m,n € ZLsg, a; € R}
=0 j=0
Proposition 9.1.7. R[x,y]| is isomorphic to R[z|[y].

(Here, R[z][y| is the ring of polynomials in y with coefficients in the ring
Rlx].)
Proof. We define a map ¢ : R[z,y| — R[z][y] as follows:

¢ (Z Zaz‘jﬁiyj> = Z <Z aijxi) y’
=0 j=0 j=0 \i=0

Exercise: Show that ¢ is a homomorphism.
It remains to show that ¢ is one-to-one and onto.
For f = 37" >0 aia'y’ € ker ¢, we have:

o(f) = (Z az’jx") Y = Onain) = D Orpl -y
j=0

j=0 \i=0

which implies that, for 0 < j < n, we have:

m
Zaijazi =0gp;, 0<1<m.
i=0
Hence,
a;j =0g, for 0 <i<m,0<7<mn,

which implies that ker ¢ = {0}. Hence, ¢ is one-to-one.
Given g = Y% (pjy’ € R[x][y], where p; € R[z]. We want to find f €
R|x,y| such that ¢(f) = g. Let m be the maximum degree of the p;’s. We may

write: . .
9= Z <Z ajixZ) Y,

j=0 \i=0

where a;; is the coefficient of 2" in p;, with a;; = 0if ¢ > deg p;. It is clear that:

Hence, ¢ is onto.
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9.1.1 Subrings

Definition. Let R be a ring. A subset S of R is said to be a subring of R if it
is a ring under the addition +» and multiplication X i associated with R, and its
additive and multiplicative identity elements 0, 1 are those of R.

To show that a subset .S of a ring R is a subring, it suffices to show that:

e S contains the multiplicative identity of R.

e a—be Sforanya,b e S.

e S is closed under multiplication, i.e. a - b € S forall a,b € S.
Definition. The kernel of a ring homomorphism ¢ : R — R’ is the set:

ker¢:={a € R: ¢(a) =0}
The image of ¢ is the set:
im¢:={be R :b=¢(a) for some a € R}.

Proposition 9.1.8. Let ¢ : R — R’ be a ring homomorphism.

1. If S is a subring of R, then ¢(S) is a subring of R'.

2. If S" is a subring of R, then ¢ *(S") is a subring of R.
Proof. Let us prove 1. and leave 2. as an exercise. So let S be a subring of R.

e Since 1 € S, we have ¢(1) =1 € ¢(5).

o ¢(a) —o(b) = ¢p(a—1b) € ¢(5) forany a,b € S.

e o(a)-p(b) = ¢(a-b) € ¢(S) forany a,b € S.
We conclude that ¢(5) is a subring of R'. O
Corollary 9.1.9. For a ring homomorphism ¢ : R — R/, im ¢ is a subring of R/
Remark. Note that ker ¢ is not a subring unless R’ is the zero ring.

Proposition 9.1.10. A ring homomorphism ¢ : R — R’ is one-to-one if and only
if ker ¢ = {0}.

Proof. Suppose ¢ is one-to-one. For any a € ker ¢, we have ¢(0) = ¢(a) = 0,
which implies that a = 0 since ¢ is one-to-one. Hence, ker ¢ = {0}.

Suppose ker ¢ = {0}. If ¢p(a) = ¢(a’), then 0 = ¢p(a) — ¢(a’) = ¢(a — '),
which implies that a — @’ € ker¢ = {0}. So, a — a’ = 0, which implies that
a = a'. Hence, ¢ is one-to-one. ]
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Proposition 9.1.11. A subring of a field is an integral domain.

Proof. Let F be a field and S C F be a subring. Suppose we have a,b € S
with a # 0 such that ab = 0. We need to show that b = 0. Since F' is a field,

a # 0 implies that it is a unit, i.e. it has a multiplicative inverse a~'. So we have
0=a"1(ab) =b. O

For example, any subring of C is an integral domain. This produces a lot of
interesting examples which are important in number theory. For instance, the ring
of Gaussian integers:

Zli):=={a+bi:a,beZ} CcC
is an integral domain. More generally, for any £ € C, the subset

ZIE) = {f(&) : f(x) e Z[z]} C C

is an integral domain.
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